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A B S T R A C T

The accurate identification of Drug–Target Interactions (DTIs) remains a critical turning point in drug discovery
and understanding of the binding process. Despite recent advances in computational solutions to overcome
the challenges of in vitro and in vivo experiments, most of the proposed in silico-based methods still focus on
binary classification, overlooking the importance of characterizing DTIs with unbiased binding strength values
to properly distinguish primary interactions from those with off-targets. Moreover, several of these methods
usually simplify the entire interaction mechanism, neglecting the joint contribution of the individual units of
each binding component and the interacting substructures involved, and have yet to focus on more explainable
and interpretable architectures. In this study, we propose an end-to-end Transformer-based architecture for
predicting drug–target binding affinity (DTA) using 1D raw sequential and structural data to represent the
proteins and compounds. This architecture exploits self-attention layers to capture the biological and chemical
context of the proteins and compounds, respectively, and cross-attention layers to exchange information and
capture the pharmacological context of the DTIs. The results show that the proposed architecture is effective in
predicting DTA, achieving superior performance in both correctly predicting the value of interaction strength
and being able to correctly discriminate the rank order of binding strength compared to state-of-the-art
baselines. The combination of multiple Transformer-Encoders was found to result in robust and discriminative
aggregate representations of the proteins and compounds for binding affinity prediction, in which the addition
of a Cross-Attention Transformer-Encoder was identified as an important block for improving the discriminative
power of these representations. Overall, this research study validates the applicability of an end-to-end
Transformer-based architecture in the context of drug discovery, capable of self-providing different levels of
potential DTI and prediction understanding due to the nature of the attention blocks. The data and source
code used in this study are available at: https://github.com/larngroup/DTITR.
1. Introduction

The therapeutic effects of active compounds are determined through
the observation of DTIs, where the role enforced by the drug (pharma-
cological activity) regulates the target’s biological process. Therefore,
identifying new molecules with relevant binding activity against targets
with biological interest is crucial in the early drug discovery stages,
considering that the ability of a drug to bind plays an important role in
the execution of its intrinsic activity [1]. However, conducting low or
high-throughput bioassays for the screening of potential leads is time-
consuming, labor-intensive, and unfeasible for the vast compound and
protein space, compromising the effectiveness of these approaches [2].

In recent years, in silico DTI prediction has attracted increasing
attention and holds broad interest to address several challenges, includ-
ing target fishing, drug repositioning, and polypharmacology studies.
These computational methods through the scanning of large amounts
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of pharmacogenomic data in shorter periods of time and leveraging of
the knowledge available to characterize the proteins and/or compounds
have been determinant in the discovery of new drugs, new findings
for existing drugs, and improving the overall understanding of the
biological, chemical and pharmacological processes involved in the
DTIs [3].

In spite of the encouraging results and performances obtained by
numerous computational studies proposed to solve the DTI prediction
challenge, most of these methodologies rely on shallow binary associa-
tions to characterize the interaction and conduct the experiments [4].
On that account, the importance of DTA, which considers all the
comprehensive processes involved in the interaction, i.e., reflects the
magnitude and rank order of the pair association, is usually overlooked,
especially given that predicting DTA is substantially more challenging.
Hence, the quality of the predictions is usually compromised or at least
limited, particularly in the identification of primary interactions.
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The interaction between compounds and proteins results from the
recognition and complementarity of certain groups (binding regions)
and it is supported by the joint action of other individual substruc-
tures scattered across the protein and compound. However, most DTI
prediction models simplify the interaction mechanism and do not take
simultaneously into consideration the magnitude of certain local re-
gions of each binding component and the interacting substructures
involved. Furthermore, several studies neglect that the interactions are
substructural and characterize DTIs with global features, limiting the
inferring process and introducing noise in the predictions [5].

On account of the progressive advances in computing and the
growth of available data to train complex models, deep learning al-
gorithms have been successfully employed in several fields of interest,
including critical contexts such as bioinformatics, cheminformatics, and
medical image analysis [6]. The higher modular capability of these
architectures to estimate nonlinear mapping between data input and
output, and discover appropriate representations from structured or
unstructured raw data, has led to interesting findings in the DTI do-
main [7]. However, these methods progressively transform the input in
order to increase the selectivity and invariance of the representations,
resulting in abstract learned features, which are essentially non-human
interpretable. Furthermore, these representations do not provide a
tractable path to the input domain, leading to inadequate explanations
about the context that is responsible for a specific decision [8].

Based on these reported characteristics and drawbacks, we pro-
pose an end-to-end Transformer-based architecture for predicting DTA
measured in terms of the dissociation constant (Kd), where 1D se-
quential and structural data, specifically protein sequences and SMILES
(Simplified Molecular Input Line Entry System) strings, are used to
represent the targets and compounds, respectively. We employ three
Transformer-Encoder blocks, particularly a protein encoder, a com-
pound encoder, and a protein-compound encoder, and concatenate the
resulting aggregate representations to feed into a Fully-Connected Feed-
Forward Network (FCNN). This architecture, drug–target Interaction
TRansformer (DTITR), leverages the use of self-attention layers to learn
the short and long-term biological and chemical context dependen-
cies between the sequential and structural units of the proteins and
compounds, respectively, and cross-attention layers to exchange infor-
mation and make the interaction between the proteomic and chemical
domains (pharmacological space). Overall, the proposed model’s em-
phasis is not only on the predictive performance, where the results were
better than or on a par with state-of-the-art baselines, but also on the
self-capability of the architecture to provide three different levels of
potential DTI and prediction understanding due to the nature of the
attention blocks, which give information about the overall importance
of the input components and their associations to the model. Fig. 1 illus-
trates the proposed computational framework to solve the challenge of
predicting DTA based on Transformer-Encoders and 1D raw sequential
and structural data to represent the proteins and compounds.

2. Related work

Different perspectives and approaches have been proposed over the
past years to solve the computational challenge of identifying new DTIs.
Structure-based methods, commonly known as docking simulation, sim-
ulate and score the interaction according to the intermolecular energy
and individual contributions of the receptor and ligand, in which the
3D coordinates of the ligand and receptor are used to predict the
coordinates of the resulting complex [9]. Docking methods essentially
differ from each other in terms of the different degrees of molecular
flexibility considered, the direction of the docking process, and the
scoring function employed [10–12]. Despite interesting findings in
terms of discovering potential leads, e.g., the work of Gowthaman et al.
(2016) [13] identified relevant inhibitors (biochemical assay validated)
based on binding pocket topography mapping, most of the results are
usually limited or unreliable due to the complexity and number of
2

Fig. 1. DTA prediction computational framework based on three Transformer-Encoders,
particularly a protein encoder, a compound encoder, and a protein-compound encoder,
where 1D raw sequential and structural data is used to represent the proteins and
compounds.

possible conformations. Following the docking methods, ligand-based
approaches have also been explored, which pair multiple (similar)
compounds with a specific bioactivity of interest, building prediction
models to determine the correlation between chemical structures and
biological activity (quantitative structure–activity relationship). Ma-
chine learning methods, including Random Forest (RF) or Support
Vector Machine (SVM), and deep learning architectures, e.g., Feed-
Forward Neural Network (FFN), have been considered as the prediction
models, where different descriptors either related to molecular or 3D
structural geometric properties have been used to characterize the
ligands [14–17]. These methods, however, are heavily dependent on
the amount of known and available ligands (or knowledge available
about known interactions), performing poorly when this number is
scarce.

The abundance of useful biological and chemical data and the
growth of available computational power has motivated new predictive
solutions in the DTI domain, leading to the chemogenomic approaches,
which integrate the genomic, chemical, and/or pharmacological spaces
for the inferring process. On that account, some studies have explored
similarity-based methodologies, where target and compound associa-
tions of similar compounds and targets, respectively, are shared to
make new assumptions. For instance, the work of Yamanashi et al.
(2008) [18] uses a kernel-driven regression method to infer new in-
teractions based on bipartite graph learning. Peng et al. (2017) [19]
proposed a semi-supervised framework, NormMulInf, based on collab-
orative filtering theory, where similarities among the samples and local
correlations among the labels are incorporated into a robust Principal
Component Analysis (PCA) model. Additionally, other approaches have
explored the use of matrix factorization to decompose the interaction
matrix as a product of latent variables that express each drug/target
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and determine the missing interactions that are likely to exist [20,21].
Given that similarity-based approaches have shown to present lower
performances for some protein classes and that the protein sequence
similarity is not always a good indicator due to the conformation
complexity, feature-based methods have gained special interest over
time. Feature-based DTI studies have been exploring different prop-
erties and representations to characterize the proteins, including CTD
(Composition, Transition, and Distribution) descriptors and evolution-
ary profiles, and compounds, e.g., fingerprints, which represent the
presence or absence of certain substructures, and molecular descriptors.
These features, comprising different attributes of the proteins and
compounds, are usually combined to characterize the DTI pair and
used as input for machine learning models, e.g., RF and SVM, and
also deep learning architectures, including FFN, Deep Belief Neural
Networks, or Long Short-Term Memory Neural Networks [22–27]. To
improve the performance of feature-based models and overcome the
limits of using global descriptors, some studies have been focusing
on the use of raw sequential and structural data to characterize the
proteins and compounds, specifically amino acid sequences and SMILES
strings, respectively, combined with deep learning architectures such
as Convolutional Neural Networks (CNNs) [28–31]. Inspired by the
remarkable success of the Transformers in different domains, such as
natural language processing and image analysis [32–34], the recent
study by Huang et al. (2021) [35] proposed a deep learning architecture
based on Transformer-Encoders and CNNs, where the Transformers are
used to encode and extract an augmented contextual representation
from the protein sequences and SMILES strings, and the CNN to model
the higher-order interaction.

Despite the interesting results obtained in the field of DTI predic-
tion, the use of binary associations to perform the experiments limits
the quality of the results, leading to an increased number of false
negatives and a lack of target selectivity. The expansion of certain
databases of interactions with known binding affinity or activity met-
rics, such as ChEMBL [36] or BindingDB [37], has been instrumental in
shifting computational drug discovery towards DTA prediction. Given
the limitations of some of the original score metrics used in structure-
based virtual screening, DTA prediction methods have initially focused
on improving and incorporating more information, e.g., additional
energetic terms, into these functions. Machine learning methods, in-
cluding RF, and deep learning architectures, such as FFN, have been
proposed as replacements for the scoring functions, predicting the pu-
tative strengths of protein–ligand complexes based on different features
associated with the 3D structures [38–43]. Additionally, given the
remarkable ability of 3D CNNs to capture spatial context, recent studies
have explored employing these architectures in combination with 3D
single instance learning to predict the binding strength [44–47]. To cir-
cumvent the limitations of 3D single instance learning and the confined
space of proteins and ligands with known/determined 3D structure,
some research studies have pursued more realistic and reproducible
methodologies to predict DTA, making use of the abundant chemoge-
nomic data and lower structural information. Apart from algorithms
such as RF and SVM [48], Kronecker-Regularized Least Squares [49]
or Gradient Boosting Regression Trees [50], several recent studies have
been exploring the use of 1D CNNs, 2D CNNs or Graph CNNs in
combination with different representations of the proteins and com-
pounds, including 1D structures, 2D similarity matrices, feature vectors
or even graph representations [51–57]. The existing DTA prediction
methodologies, however, still rely on the use of biased binding affinity
metrics, i.e., dependent on the experimental conditions, mechanism
of inhibition, and concentrations. Furthermore, the majority of these
models, especially those based on deep learning, have yet to consider
including interpretability in the inner structure of the architectures or
providing potential explainability to the predictions, thus, limiting the
3

results.
Table 1
Original and pre-processed Davis dataset: unique proteins, compounds, and DTIs.

Davis Kinase Dataset

Proteins Compounds DTI pKd = 5 pKd > 5

Original 442 72 31824 22400 9424
Pre-Processed 423 69 29187 20479 8708

3. Material and methods

3.1. Binding affinity dataset

We evaluated our proposed model on the Davis et al. (2011) [58]
research study dataset, which contains a total of 31 824 interactions
between 72 kinase inhibitors (compounds) and 442 kinases (proteins).
This dataset covers a large percentage of the human catalytic protein
kinome, and the binding strength of the DTI pairs is measured in terms
of a quantitative dissociation constant (Kd), which expresses a direct

easurement (unbiased) of the equilibrium between the receptor–
igand complex and dissociation components, in which lower values are
ssociated with strong interactions.

The protein sequences of the Davis dataset were extracted from the
niProt [59] database based on the corresponding accession numbers

identifiers). In order to avoid increased noise due to excessive padding,
r loss of relevant sequential information potentially related to binding
egions, we have selected only proteins with a length between 264 and
400 residues, which corresponds to 95.7% of the information present
n the dataset.

Davis compound SMILES strings were collected in their canonical
otation from the PubChem [60] database based on their compound
dentifiers (CIDs). Even though the canonical notation is unique, where
he atoms are consistently numbered, there are some differences in
he representation across different data sources. On that account, we
ave also applied the canonical transformation from the RDKit [61]
ackage in order to guarantee a consistent notation to represent the
hemical structure of the compounds and increase the overall repro-
ucibility. Similar to the protein sequences, we have selected only
MILES strings with a length between 38 and 72 chemical characters,
hich corresponds to 95.8% of the information.

The Davis binding strength distribution ranges from low values
strong interactions) to high values (weak interactions), in which the
ajority of the DTI pairs are characterized by a binding affinity equal to
0 000 nM. Hence, in order to reduce the effects of the high variance of
his distribution on the learning loss, we have applied a normalization
trategy (Eq. (1)) to the Kd values, transforming them into the loga-
ithmic space (pKd). The distribution of the pKd values ranges from 5
10 000 nM) to approximately 11.

𝐾𝑑 = −𝑙𝑜𝑔10(
𝐾𝑑

109
) (1)

Table 1 summarizes the statistics of the original and pre-processed
Davis Dataset.

3.2. Input representation

We used an integer-based encoding to represent the structural char-
acters of the SMILES strings, where we scanned the different SMILES
in the Davis dataset and extracted 26 categories (unique characters).
This 26-character dictionary is used to encode each character with
the corresponding integer. SMILES strings shorter than the maximum
length threshold of 72 characters were padded. Fig. 2 illustrates the
integer-based encoding applied to the SMILES string associated with
the Dasatinib compound.

In the case of protein sequences, it is not reasonable to apply the
same encoding method of the SMILES strings given the computational
complexity of the self-attention layer of 𝑂(𝑛2) with respect to the
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Fig. 2. Integer-based encoding applied to the Dasatinib SMILES string, where each character is encoded into the corresponding integer. S is the length of the SMILES string and
P is the number of padding tokens (zeros).
Fig. 3. FCS and BPE encoding applied to the AAK1 kinase amino acid sequence, where
the sequence is decomposed into an order of discovered frequent subsequences followed
by integer encoding. L is the length of the amino acid sequence, LS is the length of
sequence decomposed into subsequences, and P is the number of padding tokens (zeros).

sequence length. On that account, we used the same approach proposed
in the research study by Huang et al. (2021) [35], which combines
a Frequent Consecutive Subsequence (FCS) mining method with the
Byte Pair Encoding (BPE) algorithm. The FCS method examines large
amounts of unlabeled data to discover frequent substructures and cre-
ate a set of recurring subsequences (subwords). On the other hand,
BPE decomposes the sequence into an order of discovered frequent
subsequences, where each subsequence must be exclusive and must
not overlap, and the aggregation of all subsequences must recover the
original sequence. The hierarchy set of frequent subsequences contains
a total of 16 693 different subwords, which results in a maximum
length of 556 subwords for the protein sequences present in the Davis
dataset. Similar to the SMILES strings, protein sequences shorter than
this maximum length were padded. Fig. 3 depicts the FCS and BPE
encoding approach applied to the AAK1 kinase.

3.3. DTITR framework

The DTITR framework learns to predict the binding strength of DTIs,
where 1D sequential and structural information, protein sequences
and SMILES strings, respectively, are used as input. This architecture
makes use of two parallel Transformer-Encoders [32] to compute a
contextual embedding of the protein sequences and SMILES strings. The
outputs are then fed into a Cross-Attention Transformer-Encoder block,
which comprises cross-attention and self-attention layers, to exchange
information and model the interaction space. The resulting aggregate
representations, which correspond to the final hidden states of the
start tokens added to the protein sequences and SMILES strings, are
concatenated and used as input for an FCNN. The final layer, which is
composed of a single neuron, outputs the binding affinity measured in
terms of pKd.

3.3.1. Embedding block
The protein sequences and SMILES strings are initially processed

based on their length (Section 3.1) and then encoded according to
the approaches mentioned in Section 3.2. Similar to the BERT archi-
tecture [33], we have added a special token of regression 𝑅𝑃 and
𝑅𝑆 to the beginning of every protein sequence and SMILES string,
respectively. We have assigned an embedding layer to the protein
sequences and SMILES strings, which generates a learned embedding
4

to every token with a fixed size of 𝑑𝑃𝑚𝑜𝑑𝑒𝑙 and 𝑑𝑆𝑚𝑜𝑑𝑒𝑙, respectively, via a
learnable dictionary matrix. Following the embedding layers, we have
also multiplied the embedding values with

√

𝑑𝑃𝑚𝑜𝑑𝑒𝑙 and
√

𝑑𝑆𝑚𝑜𝑑𝑒𝑙 to
initially rescale their value.

Considering that the Transformer-Encoder is permutation invariant,
it is necessary to add additional information about the relative or
absolute position of the tokens in the sequence. We have used the
same approach applied in the study by Vaswani et al. (2017) [32]
and added a positional encoding based on sine and cosine functions
of different frequencies, which outputs a unique encoding for each
position. The final embeddings for the 𝑖th and 𝑗th input tokens of
the protein sequence (𝐸𝑃𝑘

𝑖 ) and SMILES string (𝐸𝑆𝑘
𝑗 ), respectively,

associated with the 𝑘th DTI pair are given by the sum of the token
embedding and the positional embedding:

𝐸𝑃𝑘
𝑖 = 𝐸𝑃𝑘

𝑡𝑜𝑘𝑒𝑛𝑖
+ 𝐸𝑃𝑘

𝑝𝑜𝑠𝑖

𝐸𝑆𝑘
𝑗 = 𝐸𝑆𝑘

𝑡𝑜𝑘𝑒𝑛𝑗
+ 𝐸𝑆𝑘

𝑝𝑜𝑠𝑗 ,
(2)

where 𝐸𝑃𝑘
𝑡𝑜𝑘𝑒𝑛𝑖

∈ 𝑅𝑑𝑃𝑚𝑜𝑑𝑒𝑙 and 𝐸𝑆𝑘
𝑡𝑜𝑘𝑒𝑛𝑗

∈ 𝑅𝑑𝑆𝑚𝑜𝑑𝑒𝑙 , and 𝐸𝑃𝑘
𝑝𝑜𝑠𝑖 ∈ 𝑅𝑑𝑃𝑚𝑜𝑑𝑒𝑙 and

𝐸𝑆𝑘
𝑝𝑜𝑠𝑗 ∈ 𝑅𝑑𝑆𝑚𝑜𝑑𝑒𝑙 are the token embeddings and the positional embeddings

for the 𝑖th and 𝑗th inputs tokens of the protein sequence 𝑃𝑘 and SMILES
string 𝑆𝑘, respectively.

Following the sum of the two types of embedding, we have added
a dropout layer.

3.3.2. Transformer-Encoder
In order to capture the biological and chemical context informa-

tion present in the protein sequences and SMILES strings, respec-
tively, we propose the use of two Transformer-Encoders in parallel. The
Transformer-Encoder architecture is composed of a stack of identical
blocks, where each block contains a Multi-Head Self-Attention layer
(MSA) with an FFN. Residual connections are applied after every block
followed by Layer Normalization (LN), and dropout is applied after
each MSA layer and after each Dense layer of the FFN. Considering 𝐵1

the output of the first subunit and 𝐵2 the output of the second subunit,
the output of the 𝑘th block can be expressed as:

𝐵1
𝑘 = 𝐋𝐍(𝐵2

𝑘−1 + 𝐝𝐫𝐨𝐩𝐨𝐮𝐭(𝐌𝐒𝐀(𝐵2
𝑘−1)))

𝐵2
𝑘 = 𝐋𝐍(𝐵1

𝑘 + 𝐅𝐅𝐍(𝐵1
𝑘)),

(3)

where 𝐵1
𝑘, 𝐵

2
𝑘 ∈ 𝑅𝑁𝑃 𝑥 𝑑𝑃𝑚𝑜𝑑𝑒𝑙 in the case of the protein sequences (𝑁𝑃 is

the number of protein subwords), and 𝐵1
𝑘, 𝐵

2
𝑘 ∈ 𝑅𝑁𝑆 𝑥 𝑑𝑆𝑚𝑜𝑑𝑒𝑙 in the case

of the SMILES strings (𝑁𝑆 is the number of SMILES characters).
The MSA layer takes its input in the form of three parameters,

specifically Query, Key, and Value, which are generated from the same
input sequence. This layer applies self-attention, i.e., the input sequence
attends to itself multiple times in parallel, where the queries, keys,
and values are linearly projected and split across different heads of
attention. Each head (self-attention layer) maps a query and a set of
key–value pairs to an output, which is computed as a weighted sum of
the values. The attention weights assigned to each value are obtained
by applying a softmax to the scaled (divided by

√

𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙) dot-product
between the queries and keys, i.e., each element of the query attends to
all elements of the key–value pair. The outputs of each head of attention
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Fig. 4. Multi-head attention architecture, where each head of attention maps a query
and set of key–value pairs to an output, which is computed as a weighted sum of the
values. ℎ is the number of heads of attention and 𝑚𝑎𝑠𝑘 corresponds to the masking of
the PAD tokens.

are concatenated and linearly projected, where the size of the final
output is the same as the query sentence.

𝐚𝐭𝐭𝐧(𝑄,𝐾, 𝑉 ) = 𝐬𝐨𝐟𝐭𝐦𝐚𝐱(𝑄𝐾𝑇
√

𝑑𝐾
)𝑉

𝐌𝐒𝐀(𝑄,𝐾, 𝑉 ) = [𝐚𝐭𝐭𝐧(𝑄𝑊 𝑄
1 , 𝐾𝑊 𝐾

1 , 𝑉 𝑊 𝑉
1 ); ...;

𝐚𝐭𝐭𝐧(𝑄𝑊 𝑄
ℎ , 𝐾𝑊 𝐾

ℎ , 𝑉 𝑊 𝑉
ℎ )]𝑊 𝑂 ,

(4)

where 𝑄 ∈ 𝑅𝑁𝑃∕𝑆 𝑥 𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 is the Query, 𝐾 ∈ 𝑅𝑁𝑃∕𝑆 𝑥 𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 is the Key, 𝑉 ∈
𝑅𝑁𝑃∕𝑆 𝑥 𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 is the Value, 𝑊 𝑄

1,…,ℎ ∈ 𝑅𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 𝑥 𝑑𝑄 are the Query projection

matrices, 𝑊 𝐾
1,…,ℎ ∈ 𝑅𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 𝑥 𝑑𝐾 are the Key projection matrices, 𝑊 𝑉

1,…,ℎ ∈

𝑅𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 𝑥 𝑑𝑉 are the Value projection matrices, 𝑊 𝑂 ∈ 𝑅ℎ 𝑥 𝑑𝑉 𝑥 𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙 is
the output projection matrix, ℎ is the number of heads of attention,

[; ] denotes concatenation, 𝑑𝑄 = 𝑑𝐾 = 𝑑𝑉 =
𝑑𝑃∕𝑆𝑚𝑜𝑑𝑒𝑙

ℎ , and 𝑃 or 𝑆 in the
case of the protein sequences or the SMILES strings, respectively. Fig. 4
illustrates the architecture of a multi-head attention layer with ℎ heads
of attention in parallel.

Regarding the FFN, it is composed of two Dense layers applied to
the last dimension (position-wise), where dropout is added after each
one of these layers. This block is used to project the attention outputs
in order to potentially give them an individually more robust repre-
sentation. On that account, the first dense layer initially projects the
attention outputs to a higher dimension with a certain expansion ratio,
and the second dense layer projects it back to the initial last dimension.
Thus, this block is usually compared to two 1 × 1 convolutions layers.
Moreover, the FFN improves the learning capacity of the architecture.

Overall, these two stacked Transformer-Encoders in parallel com-
pute a contextual embedding for the protein sequences and SMILES
strings, in which the self-attention mechanisms condition the weight
5

given to input elements by learning the short and long-term context
dependencies between the individual units.

3.3.3. Cross-attention Transformer-Encoder
Apart from attending individually and learning the context de-

pendencies between the individual units of each element of the DTI
pair (Section 3.3.2), it is crucial for the compounds and proteins to
attend mutually to each other, i.e., to exchange information, especially
when considering that DTIs are primarily substructural, where the
complementarity of certain regions is key for the binding process.
Hence, we propose a Cross-Attention Transformer-Encoder block to
learn the pharmacological context information associated with the in-
teraction space. The Cross-Attention Transformer-Encoder architecture
is composed of a stack of two parallel identical blocks, where each
block contains a Multi-Head Cross-Attention layer (MCA), an MSA, and
an FFN. Similar to the Transformer-Encoder, residual connections are
applied after every block followed by LN, and dropout is applied after
each MCA and MSA layers and each Dense layer of the FFN.

The two MCA layers are responsible for the exchange of information
between the proteins and compounds, and to model the substructural
space of the interaction. Instead of employing a full attention approach,
i.e., the whole protein and compound attending to the whole com-
pound and protein, respectively, which is computationally expensive
and complex, and also redundant since the two attention matrices
would have to satisfy the condition 𝑊𝑃−𝑆 = 𝑊 𝑇

𝑆−𝑃 , we use the 𝑅𝑃
and 𝑅𝑆 tokens for the exchange of context information [62]. These
tokens previously learn (Section 3.3.2) the overall biological and chem-
ical context information amongst the individual units of the protein
sequence and SMILES string, respectively, and therefore are considered
as an aggregate representation. On that account, these can be efficiently
used as the attending agents (Query) in a Multi-Head Attention Layer,
where each one of these tokens attends to the information present in
the corresponding interaction component, i.e., the 𝑅𝑃 token attends to
the tokens of the SMILES string and the 𝑅𝑆 token attends to the tokens
of the protein sequence. Hence, these tokens interact and learn the
context information present in the corresponding binding component,
which further enriches their representation. The MCA layers work
similarly to the MSA layer (Eq. (4)), but instead of the input attending
to itself, i.e., the Query, Key, and Value being generated from the
same input sequence, the Query will correspond to 𝑅𝑃 or 𝑅𝑆 token,
and the Key and Value to the concatenation of the 𝑅𝑃 or 𝑅𝑆 token
with the corresponding interaction component tokens. Considering 𝑋𝑃
and 𝑋𝑆 the representation of the protein sequence and SMILES string,
respectively, the outputs for the two MCA subunits associated with the
𝑘th Cross-Attention Transformer-Encoder block (𝑋𝑘

𝑃 and 𝑋𝑘
𝑆 ) can be

expressed as:

𝑋𝑘−1
𝑃 = [𝑅𝑘−1

𝑃 ‖ 𝑇 𝑘−1
𝑃 ] , 𝑋𝑘−1

𝑆 = [𝑅𝑘−1
𝑆 ‖ 𝑇 𝑘−1

𝑆 ]

𝐐𝐏 = 𝑅𝑘−1
𝑃 , 𝐐𝐒 = 𝑅𝑘−1

𝑆

𝐊𝐏∕𝐕𝐏 = [𝑅𝑘−1
𝑃 ‖ 𝑇 𝑘−1

𝑆 ] , 𝐊𝐒∕𝐕𝐒 = [𝑅𝑘−1
𝑆 ‖ 𝑇 𝑘−1

𝑃 ]

𝑅𝑘
𝑃 = 𝐋𝐍(𝑅𝑘−1

𝑃 + 𝐝𝐫𝐨𝐩𝐨𝐮𝐭(𝐌𝐂𝐀(𝑄𝑃 , 𝐾𝑃 , 𝑉𝑃 )))

𝑅𝑘
𝑆 = 𝐋𝐍(𝑅𝑘−1

𝑆 + 𝐝𝐫𝐨𝐩𝐨𝐮𝐭(𝐌𝐂𝐀(𝑄𝑆 , 𝐾𝑆 , 𝑉𝑆 )))

𝑋𝐾
𝑃 = [𝑅𝑘

𝑃 ‖ 𝑇 𝑘−1
𝑃 ] , 𝑋𝐾

𝑆 = [𝑅𝐾
𝑆 ‖ 𝑇 𝑘−1

𝑆 ],

(5)

where 𝑋𝑘−1
𝑃 , 𝑋𝑘

𝑃 ∈ 𝑅𝑁𝑃 𝑥 𝑑𝑃𝑚𝑜𝑑𝑒𝑙 ; 𝑅𝑘−1
𝑃 , 𝑅𝑘

𝑃 ∈ 𝑅𝑑𝑃𝑚𝑜𝑑𝑒𝑙 ; 𝑇 𝑘−1
𝑃 , 𝑇 𝑘

𝑃 ∈
𝑅(𝑁𝑃 −1) 𝑥 𝑑𝑃𝑚𝑜𝑑𝑒𝑙 ; 𝑋𝑘−1

𝑆 , 𝑋𝑘
𝑆 ∈ 𝑅𝑁𝑆 𝑥 𝑑𝑆𝑚𝑜𝑑𝑒𝑙 ; 𝑅𝑘−1

𝑆 , 𝑅𝑘
𝑆 ∈ 𝑅𝑑𝑆𝑚𝑜𝑑𝑒𝑙 ; and 𝑇 𝑘−1

𝑆 ,
𝑇 𝑘
𝑆 ∈ 𝑅(𝑁𝑆−1) 𝑥 𝑑𝑆𝑚𝑜𝑑𝑒𝑙 .

Following each one of these MCA layers, we apply an MSA layer
in order to improve the internal connections between the individual
units and enhance the representation of each token based on the
learnt cross-attention context information. Similar to the Transformer-
Encoder, an FFN is added and applied to the output of each MSA layer.
Considering 𝐵1 the output of the first subunit, 𝐵2 the output of the

3
second subunit, and 𝐵 the output of the third subunit, the outputs of
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the 𝑘th Cross-Attention Transformer-Encoder block can be expressed as:

𝐵1
𝑘𝑃 −1

Eq. (5)
⟶ 𝐵1

𝑘𝑃
, 𝐵1

𝑘𝑆−1
Eq. (5)
⟶ 𝐵1

𝑘𝑆

𝐵2
𝑘𝑃

= 𝐋𝐍(𝐵1
𝑘𝑃

+ 𝐝𝐫𝐨𝐩𝐨𝐮𝐭(𝐌𝐒𝐀(𝐵1
𝑘𝑃
)))

𝐵2
𝑘𝑆

= 𝐋𝐍(𝐵1
𝑘𝑆

+ 𝐝𝐫𝐨𝐩𝐨𝐮𝐭(𝐌𝐒𝐀(𝐵1
𝑘𝑆
)))

𝐵3
𝑘𝑃

= 𝐋𝐍(𝐵2
𝑘𝑃

+ 𝐅𝐅𝐍(𝐵2
𝑘𝑃
))

𝐵3
𝑘𝑆

= 𝐋𝐍(𝐵2
𝑘𝑆

+ 𝐅𝐅𝐍(𝐵2
𝑘𝑆
)),

(6)

where 𝐵1
𝑘𝑃 −1

, 𝐵1
𝑘𝑃

, 𝐵2
𝑘𝑃

, 𝐵3
𝑘𝑃

∈ 𝑅𝑁𝑃 𝑥 𝑑𝑃𝑚𝑜𝑑𝑒𝑙 , and 𝐵1
𝑘𝑆−1

, 𝐵1
𝑘𝑆

, 𝐵2
𝑘𝑆

, 𝐵3
𝑘𝑆

∈ 𝑅𝑁𝑆 𝑥 𝑑𝑆𝑚𝑜𝑑𝑒𝑙 .

3.3.4. Fully-connected feed-forward
The final hidden states of the aggregated representations, which

correspond to the start tokens 𝑅𝑃 and 𝑅𝑆 added to the protein se-
quences and SMILES strings, respectively, are concatenated and used as
input for an FCNN, which is essentially a Multilayer Perceptron (MLP).
After each Dense layer of this block, we have added a dropout layer.
Following the FCNN, a Dense layer with a single neuron is applied to
predict the binding affinity of the DTI pair measured in terms of the
logarithmic-transformed dissociation constant (pKd).

Fig. 5 illustrates the proposed DTITR architecture.

3.4. Hyperparameter optimization approach

The most common approach to determine the model’s best architec-
ture and set of parameters is grid search with cross-validation, in which
the dataset is split across different folds under different conditions
depending on the methodology used, e.g., stratified 𝐾-fold splits the
dataset into different folds taking into consideration the distribution of
the classes. However, in the context of the problem, traditional cross-
validation approaches are usually not satisfactory or representative,
especially when considering that the Davis dataset is extremely imbal-
anced towards the pKd values distribution and that 1D raw sequential
and structural data is used to characterize the proteins and compounds.
On that account, the DTI representability of each fold is determinant in
the learning process of the architecture.

We used the Chemogenomic Representative 𝐾-Fold method to split
the dataset into representative folds and determine the hyperparame-
ters. This method takes into consideration the pKd values distribution,
the protein sequences similarity, and the SMILES strings similarity
during the splitting process. It initially distributes the DTI pairs with
a pKd value greater than 5 (relevant interactions) across the different
𝐾 folds based on the lowest similarity score. This metric corresponds
to the weighted mean between the median value across all the protein
sequences similarity scores and the median value across all the SMILES
strings similarity scores, which are calculated between the sample and
each entry in the corresponding set. Additionally, this method also
guarantees that every set is equally sized, thus, only sets that had not
previously been assigned a sample are considered at each step (until
it is reset). Following the pairs with a pKd value greater than 5, this
process is repeated for the DTIs with a pKd value equal to 5 (weak
interactions).

Considering the improved representability of each fold obtained by
this splitting methodology, it is also possible to extract an indepen-
dent testing set in order to estimate the model’s performance in the
context and chemogenomic domain of the problem and evaluate the
generalization capacity.

Fig. 6 illustrates the Chemogenomic Representative 𝐾-Fold method.
6

t

4. Experimental setup

The hyperparameters for the DTITR architecture were determined
by the chemogenomic 𝐾-fold cross-validation method (Section 3.4).
The protein sequences similarity matrix was obtained using the Smith–
Waterman local alignment algorithm, which was implemented using
the Biostrings R Package [63]. The substitution matrix selected was the
BLOSUM62, and the gap penalty for opening and extension was fixed
at 10 and 0.5, respectively. The final alignment scores were normalized
to a [0,1] range [18]:

𝑆𝑊𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑝1, 𝑝2) =
𝑆𝑊 (𝑝1, 𝑝2)

√

𝑆𝑊 (𝑝1, 𝑝1) ∗
√

𝑆𝑊 (𝑝2, 𝑝2)
, (7)

where 𝑝1 and 𝑝2 are the two proteins of a certain pair (𝑝1, 𝑝2). On the
other hand, the SMILES similarity matrix was obtained by computing
the Tanimoto Coefficient (Eq. (8)), where the SMILES strings were
initially converted to the Morgan circular fingerprints with a radius of
3 using the RDKit Python package [61].

𝑑(𝑖, 𝑗) =
𝑖 ⋅ 𝑗

|𝑖|2 + |𝑗|2 − 𝑖 ⋅ 𝑗
, (8)

here i and j are the vector (fingerprint) representations of two differ-
nt compounds, respectively.

The dataset was split into six different folds, in which one of the
olds was selected to evaluate the generalization capacity of the model
independent test set) and the remaining folds to determine the hy-
erparameters of the architecture. We have hyperoptimized several pa-
ameters: number of protein transformer-encoders, number of SMILES
ransformer-encoders, number of cross-attention transformer-encoder
locks, number of heads for the self-attention and cross-attention lay-
rs, embedding dimension for the protein sequences and the SMILES
trings, FFN hidden neurons, FCNN number of layers, FCNN hidden
eurons, dropout rate, optimizer learning rate, and optimizer weight
ecay. We initially considered a wide range of values for each hy-
erparameter and then narrowed the search range around the best
erforming parameter values.

The Gaussian Error Linear Unit (GELU) [64] was selected as the
ctivation function for every layer, with the exception of the final
utput dense layer which uses a linear activation. The GELU function
eights its input by their value rather than gating the input depending
pon its sign, thus, it can be seen as a smoother ReLU. Moreover,
his activation function avoids the dead neurons problem and is able
o more easily approximate complicated functions due to the increased
urvature and non-monotonicity.

𝐸𝐿𝑈 (𝑥) = 𝑥𝑃 (𝑋 ≤ 𝑥) = 𝑥𝛷(𝑥)

≈ 0.5𝑥(1 + 𝑡𝑎𝑛ℎ[
√

2∕𝜋(𝑥 + 0.044715𝑥3)]), (9)

where 𝛷(𝑥) is the cumulative distribution function for the standard
normal distribution (Gaussian) and 𝑃 (𝑋) ∼ 𝑁(0, 1).

Considering that the context of the problem focuses on a regression
task, the loss function selected was the mean squared error (MSE),
which measures the average squared difference between the predicted
values and the real values.

𝑀𝑆𝐸 = 1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑖 − 𝑦𝑖)2, (10)

here n is the number of samples, 𝑦𝑖 the real value and 𝑦𝑖 the predicted
alue.

Regarding the optimizer function, Rectified Adaptive Moment Esti-
ation (RAdam) [65] was used to update the network weights in each

teration of the training process. This function is an improved version
f the Adam optimizer and it dynamically adjusts the adaptive learning
ate based on the underlying divergence of the variance. Thus, it avoids

he need to use a warmup heuristic, which is usually required for
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Fig. 5. DTITR: End-to-End Transformer-based architecture. Two parallel Transformer-Encoders compute a contextual embedding of the protein sequences and SMILES strings, and a
Cross-Attention Transformer-Encoder models the interaction space and learns the pharmacological context of the interaction. The resulting aggregate representations of the proteins
(𝑅𝑃 ) and compounds (𝑅𝑆 ) are concatenated and used as input for an FFN. The final dense layer outputs the binding affinity measured in terms of pKd.
adaptive learning rate optimizers due to the excessive variance of the
initial training steps.

In order to avoid potential overfitting, two callbacks were consid-
ered during the training process, specifically early stopping with a
patience of 30 and model checkpoint. The hyperparameter combination
that provided the best average MSE score over the validation sets was
7

selected to establish the optimized model and evaluate the general-
ization capacity on the independent test set. Table 2 summarizes the
parameters settings for the DTITR architecture.

In order to validate and assess the prediction efficiency of the
proposed DTITR architecture, we have evaluated and compared the
performance with different state-of-the-art binding affinity regression
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Fig. 6. Chemogenomic representative 𝐾-fold, where DTI pairs are distributed based
on the pKd value, protein sequence similarity, and SMILES string similarity. The DTI
pairs with a pKd > 5 are initially assigned to the 𝐾 set with the lowest similarity score
followed by the DTI pairs with a pKd = 5. The similarity score corresponds to the
weighted mean between the median value across all the protein sequences similarity
scores and the median value across all the SMILES strings similarity scores, which are
computed between the sample and each entry in the corresponding set.

Table 2
DTITR architecture parameter settings.

Parameter Value

Protein Transformer-Encoders 3
SMILES Transformer-Encoders 3
Cross-Attention Transformer-Encoders 1
Protein Self-Attention Heads 4
SMILES Self-Attention Heads 4
Cross-Attention Heads 4
Protein Embedding Dim 128
SMILES Embedding Dim 128
Protein FFN Hidden Neurons 512
SMILES FFN Hidden Neurons 512
Activation Function GELU
Activation Function (Output) Linear
Dropout Rate 0.1
FCNN Dense Layers 3
FCNN Hidden Neurons [512,512,512]
Loss Function Mean Squared Error
Optimizer Function RAdam
Optimizer Learning Rate 1e−04
Optimizer Beta 1 0.9
Optimizer Beta 2 0.999
Optimizer Epsilon 1e−08
Optimizer Weight Decay 1e−05
Batch Size 32
Epochsa 500

aInitial number of epochs to allow convergence of the model, where early stopping and
model checkpoint were applied to avoid overfitting.

baselines: KronRLS [49], SimBoost [50], Sim-CNN-DTA [55], Deep-
DTA [51], DeepCDA [54], and all the different formulations of the
GraphDTA [53]. The same folds obtained from the chemogenomic
𝐾-fold cross-validation methodology were considered to train these
models and the testing fold to evaluate their performance. Additionally,
we have applied the same encoding approach to the protein sequences
(Section 3.2) in the research work where the proteins are represented
by their 1D amino acid sequence in order to ensure fairness in the
comparisons.
8

Apart from evaluating the prediction efficiency of the proposed
architecture, different alternatives for the DTITR model were also
explored, where we have evaluated the efficacy of the Cross-Attention
Transformer-Encoder block (Section 3.3.3) by applying and training the
model with and without this module, the differences in the prediction
efficiency of the architecture by employing the FCS and BPE encoding
approach (Section 3.2) to the SMILES strings instead of the character-
dictionary integer-based method, and the increasing learning capacity
of the model due to the FCNN block (Section 3.3.4) by applying and
training the model with and without this module.

We used Python 3.9.6 and Tensorflow 2.6.0 to develop the model
and the experiments were run on AMD Ryzen 9 3900X and GeForce
RTX 3070 8 GB.

4.1. Evaluation metrics

There are many metrics used to evaluate the performance and
capacity of the models as predictors. However, the choice of which
ones to use greatly depends on the context of the problem. Therefore,
in order to evaluate the performance of the proposed architecture
(DTITR), which outputs a continuous value, we have chosen the MSE,
root mean squared error (RMSE), concordance index (CI), coefficient of
determination (𝑟2) and Spearman rank correlation (𝜌).

• RMSE: measures the square root of the average squared difference
between the predicted values and the real values.

𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑖 − 𝑦𝑖)2, (11)

where 𝑛 is the number of samples, 𝑦𝑖 the real value, and 𝑦𝑖 the
predicted value.

• CI: measures the probability of non-equal pairs being correctly pre-
dicted in terms of order.

𝐶𝐼 = 1
𝑍

∑

𝑦𝑖>𝑦𝑗

ℎ(𝑝𝑖 − 𝑝𝑗 ), ℎ(𝑝) =

⎧

⎪

⎨

⎪

⎩

1, 𝑝 > 0
0.5, 𝑝 = 0
0, 𝑝 < 0

, (12)

where 𝑍 corresponds to the number of non-equal pairs, 𝑝𝑖 to the
predicted value for the larger affinity 𝑦𝑖, and 𝑝𝑗 to the predicted value
for the smaller affinity 𝑦𝑗 .

• 𝑟2: measures the ratio between the total variance explained by the
model and the total variance.

𝑟2 = 1 −
∑𝑛

𝑖=1(𝑦𝑖 − 𝑦𝑖)2
∑𝑛

𝑖=1(𝑦𝑖 − 𝑦)2
, (13)

where 𝑦𝑖 is the predicted value, 𝑦𝑖 the real value, and 𝑦 the mean of
the real values.

• Spearman: measures the strength and direction of association be-
tween two ranked variables (non-parametric).

𝜌 =
1
𝑛
∑𝑛

𝑖=1(𝑅(𝑦𝑖) − 𝑅(𝑦)) ⋅ (𝑅(𝑦𝑖) − 𝑅(�̂�))
√

( 1𝑛
∑𝑛

𝑖=1(𝑅(𝑦𝑖) − 𝑅(𝑦))2) ⋅ ( 1𝑛
∑𝑛

𝑖=1(𝑅(𝑦𝑖) − 𝑅(�̂�))2)
, (14)

where 𝑅(𝑦𝑖) is the predicted value rank, 𝑅(𝑦𝑖) the real value rank, 𝑅(�̂�)
the mean of the predicted values ranks, and 𝑅(𝑦) the mean of the real
values ranks.

5. Results and discussion

5.1. Predictive performance evaluation

In the context of drug discovery and drug repositioning, it is crucial
to accurately predict the binding strength of DTI pairs to properly
identify and distinguish main interactions from those with secondary
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Table 3
Binding affinity prediction results over the Davis independent testing set.

Method Protein Rep. Compound Rep. ↓ MSE ↓ RMSE ↑ CI ↑ 𝑟2 ↑ Spearman

Baseline Methods
KronRLS [49] Smith–Waterman PubChem-Sim 0.443 0.665 0.847 0.473 0.624
GraphDTA-GCNNet [53] 1D-Subseq Graph 0.311 0.558 0.883 0.630 0.681
GraphDTA-GATNet [53] 1D-Subseq Graph 0.286 0.535 0.881 0.660 0.688
SimBoost [50] Smith–Waterman PubChem-Sim 0.277 0.526 0.891 0.670 0.694
GraphDTA-GAT-GCN [53] 1D-Subseq Graph 0.269 0.518 0.874 0.680 0.670
Sim-CNN-DTA [55] Smith–Waterman PubChem-Sim 0.266 0.516 0.884 0.683 0.674
GraphDTA-GINConvNet [53] 1D-Subseq Graph 0.238 0.488 0.899 0.717 0.741
DeepDTA [54] 1D-Subseq 1D 0.215 0.464 0.891 0.743 0.691
DeepCDA [54] 1D-Subseq 1D 0.208 0.457 0.895 0.752 0.689
Proposed Method
DTITR 1D-Subseq 1D 0.192 0.438 0.907 0.771 0.712
Table 4
Binding affinity prediction results over the Davis independent testing set for the different alternatives of the DTITR model.

Method Protein Rep. Compound Rep. ↓ MSE ↓ RMSE ↑ CI ↑ 𝑟2 ↑ Spearman

DTITR - Without FCNN Block 1D-Subseq 1D 0.232 0.481 0.906 0.724 0.712
DTITR - Both Subseq 1D-Subseq 1D-Subseq 0.205 0.453 0.905 0.756 0.712
DTITR - Without Cross-Block 1D-Subseq 1D 0.196 0.443 0.899 0.766 0.703
DTITR 1D-Subseq 1D 0.192 0.438 0.907 0.771 0.712
targets (off-targets). In order to validate the performance of the pro-
posed DTITR architecture, we have evaluated and compared the predic-
tion efficiency with different state-of-the-art binding affinity regression
models. Table 3 reports the binding affinity prediction results over the
Davis independent testing set in terms of five different metrics: MSE,
RMSE, CI, 𝑟2 and Spearman rank correlation.

The proposed DTITR architecture achieved superior performance
cross almost all metrics, specifically MSE (0.192), RMSE (0.438), CI
0.907), and 𝑟2 (0.771), when compared to the state-of-the-art base-
ines. The lower MSE and RMSE scores demonstrate the capacity of
he model to correctly predict the binding strength values, and the
igher CI score indicates the ability of the architecture to correctly
istinguish the binding strength rank order across DTI pairs, which is
ot only crucial in the drug discovery context to differentiate primary
rom secondary or weak interactions, but also of special interest given
he imbalance nature of the pKd values distribution of the Davis dataset.

Contrarily to the majority of the baseline methods, where either
nly individual representations of the proteins and the compounds are
eing learnt by the model or only the mutual interaction space is
eing considered during the inferring process, the DTITR architecture
akes simultaneously into consideration the magnitude of certain local
egions of each binding component (and their intra-associations) and
he involving interaction substructures, resulting in robust representa-
ions of the protein sequences and SMILES strings. On that account,
he results demonstrate that the DTITR model is properly learning
he biological, chemical, and pharmacological context information of
he proteins, compounds, and protein-compounds interactions, respec-
ively, considering that the final aggregate representations are robust
nd discriminative for the prediction of binding affinity.

Fig. 7 illustrates the predictions from the DTITR model against the
ctual (true) binding affinity values for the Davis testing set, where it
s possible to observe a significant density around the predicted = true
value reference line (perfect model).

5.2. Ablation study

In order to further validate the DTITR architecture, we have ex-
plored three different alternatives for the DTITR model, specifically (i)
DTITR architecture without the Cross-Attention Transformer-Encoder
block, (ii) DTITR architecture without the FCNN block, and (iii) FCS
and BPE encoding applied to the SMILES strings instead of the integer-
based character-dictionary method. Table 4 reports the binding affinity
prediction results over the Davis independent testing set in terms of the
9

five different metrics for the different alternatives of the DTITR model.
Fig. 7. DTITR predictions against the true values for the Davis testing set, where the
diagonal line is the reference line (predicted = true value).

To properly assess the efficacy of the Cross-Attention Transformer-
Encoder block, which is responsible for the exchange of context in-
formation between proteins and compounds (pharmacological space),
we have evaluated the model prediction efficiency with and with-
out this module. The DTITR architecture with the Cross-Attention
Transformer-Encoder block resulted in overall better performance in
terms of the MSE (0.192), RMSE (0.438), CI (0.907), 𝑟2 (0.771) and
Spearman (0.712) scores when compared to the DTITR architecture
without the Cross-Block (MSE - 0.196, RMSE - 0.443, CI - 0.899, 𝑟2 -
0.766 and Spearman - 0.703). These results demonstrate that using the
Cross-Attention Transformer-Encoder block to learn the pharmacologi-
cal context information associated with the interaction space improves
the discriminative power of the final aggregated representation hidden
states for the prediction of binding affinity. Moreover, it indicates that
the use of only the individual biological and chemical contextual infor-
mation of the protein sequences and SMILES strings, respectively, leads
to worse performance when compared to combining the biological,
chemical, and pharmacological contexts, which is in agreement with
the fact that DTIs result from the recognition and complementarity
of certain substructures (pharmacological space) but are supported by
the joint action of other individual substructures scattered across the
proteins (biological space) and compounds (chemical space).

Regarding the prediction efficiency of the DTITR model without the
FCNN block, the performance obtained over the independent testing set
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Fig. 8. Attention maps for the attention of the 𝑅𝑆 token over the protein substructures, where the interacting residues within the protein subwords are highlighted in gray. (a)
ABL1(E255K)-phosphorylated - SKI-606; (b) DDR1 - Foretinib; (c) ERBB4 - Lapatinib; (d) BRAF - PLX-4720.
is worse in terms of the MSE (0.231), RMSE (0.481), and 𝑟2 (0.724)
scores when compared to the DTITR architecture with this block (MSE
- 0.192, RMSE - 0.438, and 𝑟2 - 0.771). These results demonstrate that
the use of the FCNN increases the learning capacity of the architec-
ture and aids in the generalization from the concatenated aggregated
representations space, which describes the DTI, to the output space.

Additionally, we have evaluated the differences in the prediction
performance of the model by applying the same encoding approach
of the protein sequences to the SMILEs strings instead of using the
character-dictionary encoding method mentioned in Section 3.2. The
performance achieved is substantially worse (MSE - 0.205, RMSE -
0.453 and 𝑟2 - 0.756), except for the CI (0.905) and Spearman (0.712)
scores, when compared to using the proposed integer-based encoding
method. These results suggest that employing the FCS and BPE algo-
rithms to represent the SMILES strings reduces the learning capacity
of the DTITR model, which might be a consequence of the restrictive
representation of the SMILES strings since this encoding method results
in a maximum length of 15 for the SMILES strings in the Davis dataset.

Overall, the use of an end-to-end Transformer-based architecture for
predicting binding affinity demonstrates the ability to use Transformer-
Encoders to learn robust and discriminative aggregated representations
of the protein sequences and SMILES strings. Moreover, it shows the
capacity of the self-attention layers to learn the context dependen-
cies between the sequential and structural units of the proteins and
compounds, respectively, and the cross-attention layers to exchange
information and model the interaction space.

5.3. Attention maps

DTIs are primarily substructural, where the recognition and com-
plementarity of certain substructures are crucial for the interaction,
but the support of the joint action of other individual substructures
10
scattered across the protein and compound also plays a key role in
the overall binding process. On that account, visualizing the overall
importance of the input components and their associations to the model
may potentially lead not only to understanding the model prediction
but also to significant findings in the DTI domain. The DTITR architec-
ture contains three different levels of attention: (i) self-attention over
the individual units of the protein sequences and SMILES strings; (ii)
cross-attention between the protein sequences and SMILES strings; and
(iii) self-attention over the individual units of the protein sequences
and SMILES strings after the cross-attention (interaction). The first
level of attention provides information about the overall importance
of the individual units (substructures) and intra-associations of protein
sequences and SMILES strings prior to the interaction, i.e., the indi-
vidual importance of the biological space and chemical space. On the
other hand, the second level provides clues about which protein and
compound substructures lead to the interaction, in particular, which
compound substructures the protein attends to and vice versa. The
third level of attention provides information about how the individual
biological and chemical importance shifts after the interaction, i.e., how
the pharmacological information affects the overall importance of the
individual units and intra-associations of protein sequences and SMILES
strings.

In order to visualize the attention levels, we have generated heat
maps for the second level of attention, specifically for the attention of
the 𝑅𝑆 token over the protein substructures (subwords). We have se-
lected four different DTI pairs, particularly ABL1(E255K)-
phosphorylated - SKI-606, DDR1 - Foretinib, ERBB4 - Lapatinib, and
BRAF - PLX-4720, where only subwords associated with interaction
residues were considered for visualization. In the case of the ERBB4
- Lapatinib and BRAF - PLX-4720 DTI pairs, the binding positions
were collected from the sc-PDB [66] database, which is a specialized
structure database focused on ligand binding site in ligandable proteins,
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i.e., contains some experimental 3D interaction complexes with the
binding regions known/available. On the other hand, the BL1(E255K)-
phosphorylated - SKI-606 and DDR1 - Foretinib DTI pairs do not have
experimental 3D interaction complexes available/known, thus, we have
explored the 3D interaction space using docking approaches. On that
account, we have selected potential binding positions (≤ 5 Å) from the
esulting 3D receptor–ligand complexes, which were obtained by using
uided docking (AutoDock Vina [67]) based on the highest scoring
inding pocket from the DoGSiteScorer [68] platform. Fig. 8 illustrates
he attention heat maps for ABL1(E255K)-phosphorylated - SKI-606,
DR1 - Foretinib, ERBB4 - Lapatinib, and BRAF - PLX-4720, where the
ttention weights were normalized across all the positions for each head
f attention.

These visual results show that the 𝑅𝑆 token, which is an aggregate
epresentation of the compound, is attending, i.e., giving weight, to
ubstructures of the protein sequences associated with binding residues.
or each one of these DTI pairs, there are binding-related substructures
ith a high percentage of significance (weight) in almost every head
f attention, e.g., head 4 - motif NF, head 3 - motif PIR, head 3 -
otif AS, and head 1 - motif IG for the ABL1(E255K)-phosphorylated
SKI-606, DDR1 - Foretinib, ERBB4 - Lapatinib and BRAF - PLX-4720

nteraction pairs, respectively. Moreover, in the particular case of the
BL1(E255K)-phosphorylated - SKI-606 interaction pair, all heads of at-

ention highly attend to almost every substructure. Overall, these find-
ngs demonstrate that the Cross-Attention Transformer-Encoder block
s learning the pharmacological context of the DTIs, indicating that
he DTITR architecture is capable of providing reasonable evidence
or understanding the model prediction and potentially leading to new
nowledge about DTIs.

. Conclusion

In this research study, we propose an end-to-end Transformer-based
rchitecture (DTITR) for predicting the logarithmic-transformed quan-
itative dissociation constant (pKd) of DTI pairs, where self-attention
ayers are exploited to learn the short and long-term biological and
hemical context dependencies between the sequential and structural
nits of the protein sequences and compound SMILES strings, respec-
ively, and cross-attention layers to exchange information and learn
he pharmacological context associated with the interaction space.
he architecture makes use of two parallel Transformer-Encoders to
ompute a contextual embedding of the protein sequences and SMILES
trings, and a Cross-Attention Transformer-Encoder block to model the
nteraction, where the resulting aggregate representations are concate-
ated and used as input for an FCNN. We perform our experiments on
he Davis kinase binding affinity dataset and compare the performance
f the proposed model with different state-of-the-art binding affinity
egression baselines.

The proposed model yielded better results than state-of-the-art base-
ines. It obtained lower MSE and RMSE values and a higher CI score,
emonstrating the model’s ability to correctly predict the value of the
inding strength and correctly distinguish the rank order of binding
trength between the DTI pairs, respectively. In addition, the DTITR
rchitecture is shown to efficiently learn the biological, chemical,
nd pharmacological context of the proteins, compounds, and protein-
ompound interactions, respectively, given the robustness and discrim-
native power of the resulting aggregate representations of the protein
equences and SMILES strings.

We have examined various formulations of the DTITR architecture.
t was found that the Cross-Attention Transformer-Encoder, which is
esponsible for the exchange of information between the protein se-
uences and SMILES strings and learning the pharmacological context,
eads to better performance than when only the two initial parallel
ransformer-Encoders are used. These results show that combining
he biological, chemical, and pharmacological contexts improves the
obustness and discriminative power of the aggregate representations
11
ompared to using only the individual biological and chemical context
nformation of the protein sequences and SMILES strings. In addition,
he FCNN block was found to improve the learning capacity of the
rchitecture as it can improve the generalization from the concatenated
ggregate representations space to the output space.

Considering the nature of the attention layers, which give infor-
ation about the overall importance of the input components and

heir associations to the model, the DTITR architecture provides three
ifferent levels of potential DTI and prediction understanding. We have
isualized the attention maps for the second level of attention (Cross-
ttention Transformer-Encoder block), specifically for the attention
f the aggregate representation of the compounds over the protein
equences substructures. The results show that the compounds are
ttending to subwords of the protein sequences associated with binding
esidues, confirming the ability of this block to properly learn the phar-
acological context of the DTIs. It also demonstrates that the DTITR

rchitecture is capable of providing reasonable model understanding
nd potentially leading to new insights in the DTI field.

The major contribution of this study is an efficient and novel end-
o-end Transformer-based deep learning architecture for predicting
inding affinity that simultaneously considers the magnitude of certain
ocal regions of each binding component (biological and chemical
ontext) and the interacting substructures involved (pharmacological
ontext). Moreover, this architecture provides three different levels of
otential DTI and prediction understanding, which is critical in the
ontext of drug discovery.

Deep learning-based architectures perform significantly better when
he dataset becomes larger. Therefore, in future work, we will focus
n building a larger and more valid DTI dataset measured in terms of
he Kd constant, which is one of few unbiased binding affinity/activity

metrics. Furthermore, we will focus on extending this work to in-
clude additional information associated with the binding sites during
the training phase, which is still a major challenge when trying to
realistically modulate DTIs and understand the interaction process.
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