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ABSTRACT: A versatile method to directly identify and analyze short- or long-
range coupled or communicating residues in a protein conformational ensemble is of
extreme relevance to achieve a complete understanding of protein dynamics and
structural communication routes. Here, we present xPyder, an interface between one
of the most employed molecular graphics systems, PyMOL, and the analysis of
dynamical cross-correlation matrices (DCCM). The approach can also be extended,
in principle, to matrices including other indexes of communication propensity or
intensity between protein residues, as well as the persistence of intra- or intermolecular interactions, such as those underlying
protein dynamics. The xPyder plugin for PyMOL 1.4 and 1.5 is offered as Open Source software via the GPL v2 license, and it
can be found, along with the installation package, the user guide, and examples, at http://linux.btbs.unimib.it/xpyder/.

1. INTRODUCTION
It is presently well established that in the study of biomolecules it
is necessary not only to consider the structure−function
paradigm but also the triad structure−function-dynamics.1−4 In
fact, looking at protein dynamics on different time scales, and
differentiating between low and high frequency motions, low
frequency motions emerge as the most relevant for protein
function.5−7

They are extremely conserved at the family and superfamily
level5,8−14 and less perturbed by mutations.15−17 Nevertheless,
differences can be traced in protein dynamics and in the paths of
structural communication even in protein sharing the same
overall 3D architecture. They are promoted by differences in the
underlying network of intra- or intermolecular interactions or
communicating residues, and they can be related to adaptations
to different environmental conditions, differences in biological
function, allosteric effects induced by other interaction partners,
post-translational modification, or mutations.10,18−25

In this context, molecular dynamics (MD) simulations turned
out to be a successful technique to study function−structure−
dynamics relationships,1,26−28 thanks to the recent improve-
ments in force field accuracy.29,30 In fact, MD simulations
provide a description of protein dynamics on different time scales
in atomistic details and efficiently contribute to rationalize
experimental data, in particular if simulations and experiments
work in a continuous cross-talk.
Several methods to estimate protein flexibility are available for

MD simulations, and they provide a general description of
protein dynamics, as root-mean-square fluctuations, B-factor, or
generalized order parameters. Other methods have to be evoked
to define the atomistic details of protein dynamics and the
underlying networks of interactions and communications.31−37

These methods have found widespread application in recent
years, and their coupling to protein structure networks

(PSN)11,21,33,38,39 or coevolution metrics12,40−43 has led to
particularly interesting developments. In fact, they are crucial
tools to disclose long-range communication and allosteric effects,
which are known to be an intrinsic property of any protein.44−47

A notable example to analyses of communications between
residues during dynamics is the calculation of dynamical cross-
correlation matrices (DCCMs, C(i,j)) from the covariance
matrix of atomic fluctuations, allowing the detection of both
positively correlated, negatively correlated, or uncoupled
motions.48 The method computes the DCCM from the
carbon-α (Cα) covariance of atomic positional fluctuations. A
C(i,j) < 0 corresponds to atoms whose motions along a given
spatial coordinate is opposite (anticorrelated motion), while
atoms moving along the same direction tend to have a C(i,j) > 0
(correlated motion). Several programs presently implement
tools to calculate DCCM and also postprocessing analyses of
these matrices, but a tool dedicated to the visual inspection and
analysis of this data directly on the three-dimensional (3D)
structure is still missing. The relevance of studying protein
dynamics including concepts from the network theory is even
more emphasized by the recent effort in the context of the
DynaSIN project of integrating 3D structural data on dynamic
conformational changes in the networks of molecular protein−
protein interactions.49 Very recently, the representation of
residues interactions according to network theory has been
also applied to the visualization of intramolecular interactions in
protein structures.50−54 Moreover, a Web server to calculate and
plot results from PSN analysis on a single 3D structure is
available.55

In principle, any data that can be quantitatively represented as
a list of pairwise relationships between residues is eligible to be
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treated in the well-known framework of graph theory as a
network of interconnected nodes. The use of the graph
formalism permits exploiting the vast amount of data available
in structural biology to extract emerging properties from a high
number of single relations. For instance, the popular PSN
method defines a numeric index representative of the non-
bonding interactions for each possible residue pair in an
individual conformation or in a conformational ensemble, thus
building a PSN graph.33 Graph analysis was exploited to identify
highly connected nodes (hubs), which were often shown to be
residues with crucial structural or functional roles and well
conserved within protein families and superfamilies.11,33,39

Moreover, the employment of algorithms for path search allows
identifying important communication routes in the protein
structure.33 Similar strategies can be employed on differently
defined weighted graphs, as long as the one-value-per-residue-
pair rule holds. For example, one could employ a similar
treatment on binary hydrophobic or electrostatic interactions
calculated from an experimental or MD ensemble to isolate
clusters of interacting residues on the protein structure, as
recently applied to several cases of study.21,22,56,57

In the last 10 years, the PyMOL molecular graphics system
(https://www.pymol.org) has evolved its capabilities to become
a platform that can be integrated with several programs to
provide different and versatile analysis and visualization tools for
biomolecular structures. PyMOL is suitable to be extended and
customized without recompiling the source code thanks to its
multilayer architecture and the use of the object-oriented
scripting language Python.58 Extensions can either take
advantage of the wizard interface or employ a system for plugin
interfaces, which is more versatile and most commonly used. In
fact, several plugins and programs have been developed that carry
out different analyses using the PyMOL interface,59−67 as well as
interfaces to integrate PyMOL to docking or virtual screening
programs68−70 or tools to create animations and movies.71

Recently PyMOL and the popular ab initio modeling program
Rosetta have been also successfully integrated.72

In this contribution, we present a plugin for PyMOL, xPyder,
which enables extensible analyses and a customizable 3D
representation of cross-correlations between residues in
dynamics and, in general, of pairs of communicating or
interacting residues defined by a variety of different methods.
xPyder can therefore provide a valuable instrument for the
investigation of biomolecular structure and dynamics.

2. METHODS
2.1. Calculation of DCCM and Other Correlation

Metrics. Dynamic cross-correlation matrices (DCCM)48 are
generally exploited in order to detect correlated motions in the
protein structures. The method generally makes use of the Cα
covariance of atomic positional fluctuations, so that the dynamic
cross-correlation matrices (DCCM) C(i,j) are computed
according to the following expression

=C i j
c i j

c i i c j j
( , )

( , )

( , ) ( , )1/2 1/2

where c(i,j) is the covariance matrix element of protein
fluctuation between residues i and j.
The C (i,j) values reported in the matrix are normalized so that

they range from −1 to +1. A C(i,j) < 0 corresponds to atoms
whose motions along a given spatial coordinate are opposite
(anticorrelated motion), while atoms moving along the same

direction tend to have a C (i,j) > 0 (correlated motion). The
resulting n × n cross-correlation matrix is symmetrical along the
diagonal. In the analysis of correlated motions, cutoffs are
generally employed to filter out the pairs of residues
characterized by almost uncoupled motions. Besides the Pearson
correlation coefficients, other metrics can be adopted to define
correlated motions, and similar formulations can be also
employed. In fact, a suitable alternative is to employ a generalized
correlation measure on the basis of mutual information (MI), as
well as a linearized generalized correlation coefficient that can be
derived within the MI framework, allowing for separate linear
and nonlinear contributions by Linear Mutual Information
(LMI) as described in ref 73.

2.2. Chained Correlations. Chained correlation are derived
from postprocessing of the input matrix starting from a root
residue or a selection of residues. Chained correlations can help
in the identification of long-range communication through the
calculation of intermediate correlations.74

The calculation of chains of correlated residues is performed
on a simple weighted graph defined by considering the filtered
loaded input matrix as the graph adjacency matrix. The residues
are used as graph vertices and the matrix values as edge weights.
No edge is created if the corresponding matrix value is zero or
less, thus considering positive weights only. The graph is
calculated on the fly each time the user decides to perform the
chained analysis.
An algorithm similar to that developed in FlexServ74 is

employed for the calculation of chained correlations. In
particular, the algorithm to calculate chained correlations
employs a variation of the breadth-first search algorithm.75

According to this method, a starting (root) residue, width (w),
and depth (d) parameters are selected by the user. In particular, w
defines the number of residues directly correlated to the root
residue (neighbors) that have to be included in the search for
chained correlations. The calculation employs a uninformed
search procedure: the algorithm starts from the root node and
identifies its w neighbors that are connected to the root node by
the highest-weight edges (i.e., thew residues featuring the highest
correlation values with the root residue). Each of the selected
root neighbors is then considered as the new root at the next
iteration, and each of their w neighbors is expanded according to
the same procedure, ensuring that no node is visited more than
once. The search for chained correlations is performed until the
selected d value is reached.
It can be useful to previously filter the input matrix with a

specific cutoff on matrix values, so that the less relevant
correlations are not included in the analysis, and thus, more
robust and significant paths can be highlighted. Moreover, it can
be informative to perform a first search from a root residue (or
selection) using specific w and d values and then to iterate the
search for increasing d values until no more residues could be
connected to the ones identified at the previous step.
In xPyder, an option is also available to filter the output map

(subgraph) of chained correlations by removing the terminal
nodes identified in the search, which are not further connected
nodes within the subgraph. Therefore, as final output only, the
connections for which the further nodes would communicate to a
successive node are retained. Another option can be set by the
user to exclude in the identification of chained correlated
residues the vertices that are connected to the parent node of the
current root at the previous iteration. Finally, an option is
available to plot among the paths identified from the root residue
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to each terminal node only the one featuring the highest
cumulative weight.
2.3. Graph Analysis. xPyder allows carrying out several

different analyses on the matrix-encoded graph. First, a simple
weighted graph is created, as previously detailed for the chained
cross-correlations, and retained for further analyses. Upon graph

creation, the degree of each node is calculated and stored. The
isolated components of the graphs are identified by a complete
uninformed search procedure relying on shortest paths
calculation. The hub residues can be also identified. They are
highly connected nodes in the network. In packing-based PSN,
generally a node is defined a hub if its degree is at least 4,76 and

Figure 1. xPyder’s user interface. Left panel: Plot settings mask of xPyder, which shows the histogram of the loaded matrix and the plot settings for a
DCCM; active filters are shown green in the panel on the right. Right panel: Overview of the configurations for the default filtering plugins.

Figure 2. Comparison between dynamical correlations. (A) Delta analysis mask of xPyder, showing the histograms of the second loaded matrix and of
the delta matrix. (B−D) Example of comparison between cross-correlated motions in a cold-adapted α-amylase (B, pdb entry 1AQH), its mesophilic-
like mutant (C), and the mesophilic homolog (D, pdb entry 1PIF) with particular attention to the loop 7 (L7, orange) and 8 (L8, purple) around the
active site.22 Cross correlations are plotted as cylinders of thickness proportional to the correlation value.
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this can be a useful guide for graph analysis of DCCM or other
communication metrics. Hubs in the network can play a relevant
role because they have been demonstrated in several cases to be
residues important for the protein architecture and function.33,39

Finally, the user can calculate all the possible paths existing
between two nodes of the graph. This is performed by employing
a variant of the depth-first search algorithm,75 in which the
history of the visited nodes from a given branch is retained. The
searching procedure is carried out so that the same node is not
visited more than once to avoid the entrapment in cycles.
Moreover, the user may specify the maximum depth of search to
adequately tune the completeness/cost ratio of the search.

3. XPYDER PLUGIN

3.1. Overview of xPyder. xPyder guarantees a complete
molecular viewer, graphical support, and analysis tools for several
steps required in the analysis of communicating or correlated
residues, making it a unique tool.
The xPyder PyMOL plugin has been developed specifically to

take advantage of the molecular viewing capabilities of the

PyMOL suite. In fact, PyMOL is very well suited to generate
publication quality pictures of molecular structures, as it allows
several advanced rendering options from which xPyder tools can
take advantage to carry out detailed analysis and representation
of correlated motions, inter- and intermolecular interactions, as
well as path of structural communication in biomolecules.
In the current release, the xPyder plugin allows to plot

correlations or interactions between residues from a simple plain-
text matrix input file (Figure 1, left panel), providing options to
filter and refine the plotted data (Figure 1). The filtering options
are implemented in a plugin system focused on code reutilization
and featuring a full dependency control, so that users can easily
implement their own filtering procedures, taking advantage of
the functionality provided by other plugins through a specifically
conceived programming interface. Options are available to fine-
tune the graphical rendering of the results, so that the plugin may
be used for easy visualization of complex data and striking
imaging for publication, as well as for graph analysis.
The plugin implements different filters on the matrix values to

allow the user to decode the information contained in the input

Figure 3. Paths of structural communication. (A) Chained correlation mask of xPyder and its filtering options. (B) Network analysis mask of xPyder and
its options. (C) Example of chained correlations calculated using as root residue Val16 (marine stick) of the N-terminal α1-helix of AAP, which is a
crucial residue mediating different communication paths between the N-terminal region and two protein domains, as well as communicating to the
active site21 (catalytic hystidine as green stick).

Figure 4. Example of cross-correlation plot. Cross-correlations are plotted as cylinders. The two panels show the cross-correlated motions between
residues D84 of a cold-adapted α-amylase and the residues in its surrounding using the filtering options of xPyder. The correlation network is mapped on
the 3D structure (left panel) and is shown as a two-dimensional graph (right panel). Some of the residues depicted on the graph in the right panel are
hidden by the cartoon representation of the secondary structural elements.
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matrix (Figure 1, right panel). In particular, there is the possibility
to filter according to the distance between residues both in the
primary sequence and 3D structure, as well as according to the
sign of correlations. Filter options according to the secondary
structure elements are also available. Moreover, the user can
visualize the correlations within a given PyMOL selection or
between two selections, thus permitting, for example, for easy
display of the correlations between a residue and the rest of a
protein or between two chains of a protein complex.
xPyder also includes a module for the comparison between

matrices (Figure 2A). It allows for calculation and mapping on
the 3D structure of the differences between two matrices
according to a provided sequence alignment. This is a useful tool
to compare the dynamics patterns between wild-type andmutant
variants, as well as between two proteins sharing the same fold or
at least comparable through a sequence or a structural alignment.
Similar tools were recently applied to the comparison of the
coupled motions around the active site in a cold-adapted enzyme
and its mesophilic-like mutants, pointing out a modification not
only in kinetic and thermodynamics parameters77 but also in the
dynamics fingerprint of the mutant in a mesophilic-like
direction22 (Figure 2B−D).
xPyder features also several options to analyze the graph

encoded by the input matrix (Figures 3 and 4). An algorithm for a
chained correlations search has been implemented (see Methods
for details) to identify the 3D structure of the paths of
communication between residues (Figure 3A). The analyses of
chains of correlations allows for identification of chains or
sequences of residues maximally related to a selected root
residues by recursively exploring the edges of the graph. This
approach has been recently applied to study the long-range
communication paths mediated by the N-terminal α1-helix of a
hyperthermophilic acylaminoacyl peptidase (AAP).21 This helix
is known to have a crucial role in protein stability and activity of
acylaminoacyl peptidase.78 In fact, the investigation of chained
correlations highlighted a long-range communication from the
helix to the catalytic site, which is compromised by deletion of the
helix or mutations of hydrophobic residues belonging to the helix
itself (Figure 3C). The same deletion is known to alter protein
thermal stability and thermal dependence of AAP activity.78 The
same scenario was confirmed by the analysis of the shortest paths
of communication between the helix and the catalytic triad
carried out by the PSN-DCCM method.21 Chained correlations
can therefore provide useful first hints on the communication
routes from different protein sites, which can be then specifically
identified for example by PSN approaches.
Graph analysis generally is a useful tool to identify and

visualize on a bimolecular structure highly connected residues
(hubs), as well as isolated components. In xPyder, the user can
visualize and sort according to diverse calculated parameters the
paths existing between two residues or two selections, as well as
identifying the most interesting communication paths encoded
in the matrix (Figure 3B).
A graph-like two-dimensional (2D) scheme can also be

provided in output to visualize the networks of plotted
correlations in a clear and concise form, as represented in Figure
4 (right panel). This option is available independently on the
xPyder mask used for the plotting and filtering options, so that
2D schemes can be achieved both for standard cross-correlations,
chained correlations, and network analyses.
3.2. System Requirements and Installation. The main

requirement for xPyder is a working installation of PyMOL≥ 1.4
with plugin support, meaning that it will run on most Linux

distributions, Windows, and Mac OS X. The plugin also requires
the numpy (≥1.5.1) matplotlib (≥1.1) and Tkinter (≥8.4)
Python libraries. These modules are currently available in the
package management systems of popular Linux distributions, as
Ubuntu, Debian, or Fedora, and are otherwise easily installed in
most operative systems. Two additional Python modules are
required, networkx 1.6 and the Yapsy 1.8 plugin system, which
are already included in the installation package. In our installation
tests, we found the local Python and PyMOL environment to
vary considerably among different operating systems and linux
distributions. For example, you may need to install the
corresponding Python 2.6 or 2.7 libraries if your PyMOL
distribution uses version 2.6 or 2.7, respectively.
To simplify xPyder’s installation process, graphical installers

are also provided for the major platforms. Support and library
files are automatically copied in a user-defined location, and the
main xPyder component has to be installed in PyMOL by using
the standard plugin handling interface. This allows the plugin to
work both on system-wide and personal installations.

3.3. Input Format. The input matrix provided to xPyder
must be a square symmetrical matrix. The matrix file format
supported by xPyder is a plain-text file consisting ofN lines, with
N white space-separated floating-point numbers on each line.
The entry in the i-th row and the j-th column of the matrix will
correspond to the j-th number present on line i.
The dimensions of the matrix correspond to the number N of

residues in the analyzed PyMOL object (e.g., for a protein
complex of 150 residues in total, the matrix will be of order 150
(150 × 150)). Given the minimalistic matrix input format, the
order of the matrix elements is important. xPyder assumes that
for multiprotein complexes the correlation values in the matrix
are in the same order as the residues in the corresponding
PyMOL structure, i.e., field j of line i of the matrix file describes
correlations between residues i and j in the PyMOL object. This
is the case in most common applications of xPyder; nevertheless,
the user should make sure of the correspondence when using
xPyder, as also discussed in details in the User Guide (http://
linux.btbs.unimib.it/xpyder/).
The same requirements hold for multichain structures: for

example, a protein complex containing chains “A” of 40 residues
and chain “B” of 90 residues corresponds to a 130 × 130 matrix.
In this matrix, the rows or columns of indexes 1−40 will refer to
residues belonging to chain “A”, while the rows or columns of
indexes 41−130 will refer to residues of chain “B”.
The matrix diagonal contains the correlation values between

each residue and itself, and it can be optionally considered for
plotting in case the value is meaningful in the metric under
investigation. As xPyder is data-agnostic, any correctly formatted
matrix may be used: this flexibility is one of the strong points of
xPyder, making it an effective and generic plotting tool. Indeed,
the simple matrix format has been chosen with versatility in
mind, as it can also be easily obtained from custom scripts and
general tools such as the MATLAB suite (The MathWorks,
Natick, MA) or the NumPy library.79 Moreover, an xPyder
compatible file should be easy obtained from common analysis
tools such as those included in Gromacs (www.gromacs.org) or
Amber (www.ambermd.org) software suites. Some suggestions
about how to obtain a matrix input file suitable for xPyder
analyses are available in the User Guide.
For example, the initial data matrix can be obtained with equal

ease both from computational simulations and PDB exper-
imental ensembles, making xPyder appealing to both computa-
tional and experimental communities. Several freely available
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programs have been designed to obtain matricial data both from
PDB ensembles and simulation trajectories. The Wordom80

software is capable of performing a number of analyses on MD-
like trajectories (as PSN, DCCM and LMI), which can also be
obtained, using the software itself, from PDB ensembles. The
Theseus program81 has been designed to superimpose macro-
molecular structures from PDB files using the maximum
likelihood method and is able to output motion covariance and
correlation matrices as well as extracting patterns of correlated
motion through principal component analysis. For ease of use,
data format conversion tools are available on the xPyderWeb site
to convert the output files ofWordom and Theseus in the xPyder
matrix format.
To plot correlations or any other metric on the protein

structure, a 3D structure of a protein or of a macromolecular
complex must be loaded in PyMOL, e.g., from a pdb file or any
file format supported by PyMOL (see the PyMOL User Guide,
http://www.pymolwiki.org). Each protein chain must have
consecutive residue numbering but can start at any residue
number, and an appropriate chain identifier.
3.4. Plotting and Filtering Options of xPyder. The

primary function of the xPyder PyMOL plugin is to visualize
information from different metrics of dynamical communication
between protein residues directly on the 3D structure. In
particular, the values contained in the input matrix are associated
to the Cα of the residues on the 3D structure of a protein or of a
multimeric complex. Cross-correlations are displayed as colored
cylinders (PyMOL CGO objects) connecting Cα atoms with
cylinder radius proportional to the entity of the correlation.
Using xPyder first requires loading a DCCM or any other

matrix that the user intends to plot on the 3D structure using
xPyder’s network representation, by selecting the path to the
matrix file in the provided input box or by browsing the file
system using the provided file selection pop-up (Figure 1, left
panel). The user must then define the PyMOL object or selection
to which the correlations in the matrix input file refer (Input
object name, Figure 1, left panel). By clicking the “Load matrix”
button, the matrix file is loaded and processed. xPyder verifies the
compatibility between the loaded matrix and the reference object
and plots a histogram of the loaded values (Figure 1, left panel).
These values might not correspond to those that are going to be
plotted, as the matrix filters have not been applied yet. The user
can then configure the plotting graphical options (Figure 1, left
panel) and the filtering options (Figure 1, right panel).
The filters (Figure 1, right panel) act as cascading masks that

filter the input matrix according to structural or dynamics
information, which may be calculated by the program or
provided as input by the user. Each filtering mask can be
independently activated or deactivated, and filtering parameters
can be modified to ensure the maximum flexibility. The default
filtering plugins, included with the program, cover most of the
aspects of correlation analysis: they permit to filter according to
distance in sequence or in the 3D structure, so that short- or long-
range correlations can be filtered out according to the user
necessities. The plotting can also be restricted to a given range of
correlation values (in absolute value), so that the lowest or
highest values are discarded. This option is useful to filter out
weak correlations below a certain threshold, which are likely to be
noise and related to uncoupled residues. Correlations can also be
filtered on the basis of each residue’s flexibility, as defined by the
B factor field of the input PDB structure. This can help, for
example, in excluding from the correlation analysis those regions
that feature the highest experimental uncertainty, but it can also

be useful in focusing the analysis on the regions with the highest
flexibility during a simulation, thus reinserting in a controlled way
the notion of the entity of motions, which is lost in correlation
analysis due to normalization. Furthermore, it is a common
procedure of analysis tools to replace the B factor field in PDB
files with residue-dependent results, and scripts are available for
PyMOL that do this on the basis of plain-text data (see http://
www.pymolwiki.org/index.php/Color): this filter therefore
provides xPyder with fine-tuning capabilities that are extensible
through cross-talk with other software.
xPyder can also be made secondary structure-aware both using

the PyMOL definition for secondary structure or by loading
standard DSSP output files.82 Our plugin also supports the use of
a general secondary structure format, named PDSS (Persistence
Degree of Secondary Structures, as detailed in the User Guide),
which was designed within the context of molecular dynamics
(MD) simulation analyses. The program to obtain a PDSSP file
from the xpm output file of the do_dssp utility of GROMACS
(www.gromacs.org) is available on the xPyder Web site. Because
the PDSS files contain one or more reference secondary
structures, the user may choose which one will be used for
filtering. It is therefore possible to filter out correlations within
secondary structure elements: the user can selectively exclude
from the plot the correlations inside the same β-strand, between
strands of the same β-sheet, or between residues of the same α-
helix (Figure 1, right panel).
Finally, the user can configure a wide range of plotting options

(Figure 1, left panel), including the colors and width of the
plotted cylinders, to obtain the desired look for the final
representation. When performing multiple plots during the same
session, the user may choose to change the name of the PyMOL
object in which the plot will be stored and can write a log file
containing all the plotted correlations in a consistent plain-text
format for further analyses. Depending on the type of analysis,
the user can optionally plot as spheres the relationship between
each residue and itself (i.e., the elements on the diagonal of the
loaded matrix), with sphere radius proportional to the relation-
ship entity.
When comparing multiple DCCM or other input matrices,

xPyder offers the possibility to compute the difference between
matrices (Figure 2), focusing the analysis on the quantitative
details of the comparison. The “Delta” analysis of xPyder (Figure
2) allows the user to compute and plot on the 3D structure the
difference matrix (or delta matrix), providing the full set of
xPyder filtering features to customize the plot. This analysis may
prove useful when comparing matrices computed on the same
structure (to compare two matrices resulting from two
experiments on the same protein, e.g., the correlations from
twoMD simulations) or on different structures, for example, two
homologous proteins. xPyder makes the latter analysis possible
by allowing the user to specify an alignment to match the
sequences of the two different proteins and therefore the two
matrices.
The study of binary interactions, as defined in the matricial

representation used by xPyder, can be insightful in detecting
relationships between single residue or specific selections but
does not tell much about how information is transmitted in the
protein structure or about the relationships between distant
residues whose motions are not directly correlated. This can be
performed by identifying paths of connected residues across the
protein structure, using the input matrix as the source of
information (Figures 3 and 4). Because the network of
relationships is encoded by a matrix, which closely resembles
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the graph theory’s adjacency matrix, the use of graph theory
seems natural to deal with such a problem. With this in mind, a
chained correlations identification algorithm, similar to the one
of FlexServ,74 was implemented (see Methods for details) to
identify on the 3D structure the paths of communication
between residues (Figure 3A). The analyses of chains of
correlations allows to identify chains or sequences of residues
maximally related to a selected root residues by recursively
exploring the edges of the graph. In fact, the algorithm relies on a
graph representation of the data of the input matrix, in which
nodes correspond to protein residues and weighted edges are
taken from the values of the loaded matrix. Given a root residue,
the algorithm sorts all the nodes connected to it by edge weight
in descending order and selects the first w residue in a procedure,
which can be iterated using the w nodes as new starting points for
d iterations (see Methods for more details). The algorithm is
performed in xPyder on the matrix filtered by the filters plugin
system, so that the least meaningful correlations can be left out
before exploring the graph.
3.5. Graph Analysis. The graph analysis module can be

easily used to explore and analyze the loaded matrix graph
(Figures 3 and 4). The graph is calculated upon user demand on
the filtered matrix as detailed in the Methods section. A
histogram of the degree distribution is presented to the user, so
that he can evaluate the shape of the distribution (e.g.,
understand whether it follows a power law) and the number of
connections needed to define hub residues. The number and size
of the isolated components of the graph are also identified. The
user is able to select on the PyMOL 3D structure the hub
residues by providing a minimum degree value and can select and
plot the components subgraphs on the 3D structure. Hub
residues are interesting because they are often pivotal for the
maintenance of the network structure and may correspond to
structurally or functionally crucial residues.33,39 Moreover, their
high degree allows them to become critical waypoints for the
intersection of the communication pathways.
Isolated components of the graph are collections of nodes for

which a path exists between each pair of them and no path exists
between every other node of the graph, with each one belonging
to the component. In the case of proteins, when using an index
describing the residue−residue interactions, they may corre-
spond to local features such as hydrophobic clusters or networks
of electrostatic interactions as it was previously shown in several
cases of study.21,22,56,57 Finally, a function able to identify all the
pathways existing between residues in the graph is available. This
feature is useful to identify pathways of communication between
residues, as well as to discriminate between the identified
pathways according to cumulative weight, average weight, or path
length. The described features can be exploited in a combined
fashion to highlight features or communication paths between
key residues of a protein, as exemplified in the PSN calculated
from MD simulations of E2 enzymes (Figure 5). E2 enzymes
have been recently classified in 17 different families,83 which
share the architecture of the catalytic domain. In particular,
several of these families account for enzymes that are able to
conjugate ubiquitin or ubiquitin-like proteins to the target
substrates. The catalytically active E2 presents a conserved HPN
(histidine−proline−asparagine) motif in the proximity of the
catalytic site. Asn belonging to the HPN motifs along with a
conserved tyrosine and serine in the catalytic cleft were shown to
be important for the E2-mediated catalysis.83 Recently, we
demonstrated by the PSN-DCCM approach that these residues
have an important role also in mediating long-range

communication from the active site to other protein regions,
both structurally and functionally relevant for E2 enzymes of
family 3.84 In Figure 5, a PSN calculated with Wordom80 was
calculated, as an example from aMD simulation of an E2 enzyme
of family 3 and plotted on the 3D structure using xPyder. The
plotted values are the relative occurrence probability with which
an edge was present in the MD trajectory and were filtered by
discarding values lower than 0.2. Moreover, only the matrix
values involving the key residues mentioned above (in orange,
yellow, and green in Figure 5) were plotted. The orange residue
is the E2’s catalytic Cys, (C89), while Y83 and S134 (in yellow)
are the conserved tyrosine and serine mentioned above. The
HPN motif is shown in green. The analysis performed with
xPyder shows that many of these residues are highly
interconnected, with relatively high probability occurrence values
for many of the connections. In particular, the HPN residues act
as bridges, favoring the communication between residues in this
area with several other residues, shown in blue and azure, which
are the most connected hubs in the protein (degree 10 and 8,
respectively). These residues may thus favor the transmission of
information along the protein structure toward the active site.
Interestingly, the catalytic cysteine features few low-value edges
with the other residues in the area, as also recently demonstrated
for the active open states of E2 enzymes of family.84 The path
search algorithm of xPyder has thus been employed to
understand if more complex communication paths were possible
between C89 and the other residues. For example, no obvious
relationships exist between residue S134 and C89; this
withstanding, the pathway identification algorithm found 4

Figure 5. Paths of structural communication in E2 enzymes. Data from
PSN analysis carried out by Wordom80 on a MD simulation79 of Ubc7
(PDB entry 2UCZ), an E2 enzyme belonging to family 3, were used as
input for xPyder analysis with the Network Analysis mask. Catalytically
relevant residues are shown in orange, yellow, and green as detailed in
the text.
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paths of length 5 or 6 (Figure 5, lower panels) that connect the
two residues with high-weight edges.
3.6. Other Applications of the xPyder Plugin. The

general format of the input allows the applicability of xPyder to
be extended in principle to any property that can be represented
as a network between residues in a conformational ensemble. In
other words, xPyder is suitable for analyzing and efficiently
visualizing on the 3D structure any kind of pairwise metric, as
long as it can be represented as a two-dimensional matrix. The
plugin flexibility allows it to be employed successfully to visualize,
for example, information from Protein Structure Network (PSN)
matrices,33 Communication Propensity,36,85 or even DCCM
coupled to statistical coupling analysis or other coevolution
metrics,34 apparent pairwise force constants,86 or simply distance
or contact matrices.87,88 Furthermore, when the latter are
constructed by filtering only selected interactions (e.g., salt
bridges, aromatic interactions, or hydrogen bonds), xPyder
allows the visualization of the 3D localization of the interactions
and their relative arrangement, providing invaluable insights into
their role in determining the stability and dynamic patterns of the
protein architecture. If persistence or energetic values related to
the weak intra- and intermolecular interactions are provided
from a conformational ensemble, xPyder can be used to visualize
not only the networks of intra- or intermolecular interactions but
also their strength and persistence in the ensemble, as recently
applied to the comparative studies of cold- and warm-adapted
enzymes22,56 or to the identification of tertiary contact stabilizing
globular states of intrinsically disordered proteins.57 An example
is shown in Figure 6 for a hyperthemophilic subtilisin.

■ CONCLUSIONS
The present contribution introduces xPyder, a versatile plugin for
PyMOL, which has been designed to plot on the 3D structure
and to analyze binary relationships between protein residues
encoded in a input matrix. A modular, user-expandable plugin
system allows for filtering out the least relevant matrix elements,

according to both numerical and structural criteria, taking
advantage from state of the art Python scientific libraries.
Additional insights can be gained by computing chains of
relationships, differences between matrices, and even between
different proteins according to a reference alignment, as well as
graph analyses. The joint visualization of the dynamic
information and 3D localization of the communications and
interactions simplify the task of analyzing their relation,
contributing to bridging the gap between dynamical and
mechanical properties at the molecular level. The plugin is
available for PyMOL 1.4 and 1.5 on any supported platform and
is offered as Open Source software via the GPL v2 license.
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